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Abstract

The aim of this study is to elucidate communicative functions of Japanese Sign
Language (JSL) and to apply the results of this elucidation to the assistance of
JSL learners and interpreters. This thesis focuses on the following aspects of
non-linguistic information conveyed by the communicative use of JSL: (1) pro-
duction mechanism of prominence, (2) prosody for skill evaluation, (3) learning
effect of segmentation, and (4) non-verbal information for online sign interpre-

tation.

Since non-linguistic information in JSL is produced by a set of sequence of
movement of body parts, it is necessary to establish the basic unit of movement
by which we can measure the relevant physical properties. Chapter 2 reviews
the preceding studies that deal the issue of segmentation of a stream of human

movements.

In chapter 3, we examine the physical correlate of acoustic prominence in
emphasized signs, with a view to providing “phonetics” of JSL for learners
and interpreters. The results obtained show that it is not only the emphasized
lexical movements but also the transitional movements preceding the lexical
movements that change the value of non-linguistic parameters such as duration,

speed and distance.

In chapter 4, we verify the most effective timing unit to understand JSL

words by an experiment on a computer assisted sign language learning (CASLL)

1
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system. The result indicates that focusing on the longer unit including the
preceding transitional movements has an effect on second-language learning.

In chapter 5, we study the relation between the prosody and the meaning of
JSL sentences, since sign language sometimes carries prosodic information such
as facial expressions, pause and nodding. We also examine how the required skill -
for interpreters is related to the skill for understanding the meaning of prosody.
The results indicate that the skill for recognizing prosody can be useful when
estimating how experienced the interpreter is in interpreting JSL into spoken
Japanese and in working expeditiously on the interpretation.

In chapter 6, we characterize the function of non-verbal information in the
interpreter-mediated conversations by using videophone equipments, in order to
evaluate the effectiveness of facial expressions and nodding for hearing people.
The preferred configurations had the common characteristics that the hearing
subject could see the face of her/his primary conversation partner, that is, the
deaf subject.

Based on these experimental analyses, we conclude that non-linguistic in-
formation has a significant function in facilitating communication in JSL, and
argue for the effectiveness of non-linguistic information in JSL for assisting JSL

learners and interpreters.
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Chapter 1

Introduction

1.1 Background

Scientific research can be roughly divided into two types of research: the basic
and the applied. Focusing on the substance of phenomena and establishing a
systematic theory belongs to the former group. On the other hand, the latter
group consists of discovering a problem in daily life and exploring a solution
with some kind of system. In sign language research in Japan, there are also
these two types of research. One is based on some theoretical research that has
developed, especially in the United States, and applying this methodology to
the analysis of Japanese Sign Language (JSL) data. The other is developing
a system by using engineering methodology to recognize or generate JSL for
making an automatic translation system between JSL and spoken Japanese.
The “third type” of research is concerned with connecting the basic and the
applied research and human interface dévelopment can be categorized in this
type. In the research field of engineering, human interface (HI) is defined as &
contact point between the human and the computer. Although the main field
of the HI development is engineering, the research for modeling HI are highly
interdisciplinary: cognitive science, psychology, body mechanics, linguistics, and

so on. One of the reasons why so many kinds of researchers are involved in the

5



6 CHAPTER 1. INTRODUCTION

development for HI is that considering what user is suppoesed to use the interface
is very important for the modeling. For example, if we want to develop a usable
mouse for a computer, we need to know about the users of it; their age, their
grasping power, their sex, and so on.

This study uses the methodology of HI development and especially focuses
on the issue “How we can develop an useful application for the learners and the
interpreters in JSL”.

In order to develop the more usable and communicative application for the
learners and the interpreters in JSL, this study examines not only the symbolic
information, such as hand shape and position in sign, that have been discussed
in the field of sign language linguistics, but also the non-linguistic information,
such as the quality of hands movement, the facial expressions, and the postures
of body. Those dynamic properties work in a well structured way in the real-time
conversations among the native JSL signers. For the second language learners of
JSL, however, it is very difficult to acquire the rule, since they need to learn how
they work not by textbooks but through their own eyes. It might be easier to
imagine the case that a second language “speaker” faces difficulties to follow the
real conversations among the native speakers, but the case for a second language
“signers” is the same as well. This thesis reports the experimental results about

the effect of the non-linguistic information for such second language signers.

1.2 Goal of this thesis

In order to develop more communicative application for the JSL learning and
interpretation, this study discusses the basic and applied researches especially
in (1) production mechanism of prominence, (2) prosody for skill evaluation,
(3) effect of segmentation learning, and (4) non-verbal information for sign in-

terpretation.
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1.3 Structure of this thesis

This thesis consists of the following chapters.
Chapter 2: Review of Relevant Study

In order to study the non-linguistic information in JSL, it is first necessary
to establish the basic units by which we can measure the relevant physical
properties ergonomically. In this chapter, ‘some studies are reviewed from the

point of view of the segmentation from a stream of human movements.
Chapter 3: Production of Prominence in JSL

In this chapter, experimental results about prominence in JSL is discussed. We
investigated which physical properties and which parts of a sign are distinctive
cues for the production of prominence in Japanese sign language. The data in
this experiment came from three native signers who produced three sentences,
five times each in two modes: emphatic and non emphatic. From the experi-
ment, it turned out that not only the emphasized lexical movements represent-
ing sign but also the transitional movements proceeding the lexical movement

changed the value of dynamic parameters such as duration, speed and distance.
Chapter 4: Development of e-learning program for JSL learners

In this chapter, the Computer Assisted Sign Language Learning (CASLL) sys-
tem is introduced. We propose a new learning program and compare it with the
existing learing program implemented in the CASLL system. In the existing
learning program, users learn sign words and then try to select the appropriate
Japanese translations in a natural conversation expressed by two native sign-
ers. In the proposed program, users try to segment each word from a stream

of signing by manipulating a control knob on the bottom of a movie screen,
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and then do the same tasks in the existing learning model. The end of the seg-
mentation task is to know how continuous signs are articulated in the natural
discourse. Ten Japanese learners participated in the experiments. Five subjects
learned the existing word learning program and the other five subjects learned
the proposed segmentation learning program. The mean accuracy rate of the
proposed program was higher than that of the existing program. The result has
indicated that focusing on transitional movements has an effect for learning JSL

as a second-language.
Chapter 5: Evaluating Interpreter’s Skill by Prosody in JSL

In this chapter, we developed a scale for evaluating ability to interpreter prosody
in JSL, called MPR (Measurement of Prosody Recognition), in order to know
whether interpreters can recognize the difference of meaning using only the
prosodic difference. We then conducted two experiments: one is to study the
relationship between the interpreter’s experiences and the performance score
on MPR (Experimentl), and the other is to investigate the specific skills that
can be estimated by MPR (Experiment2). The data in Experimentl came from
four interpreters who had more than l-year experience as interpreters, and from
other four interpreters who had less tha.n 1-year experience. The mean accuracy
of MPR in the experienced group was higher than that in the less experienced
group. The data in Experiment2 came from three high MPR interpreters and
three low MPR interpreters. Two hearing subjects and three deaf subjects
evaluated their skills in terms of the speech or sign interpretation skill, the
expeditiousness, and the subjective sense of accomplishment for the ordering
pizza task. The two experiments made it clear that MPR is useful to estimate
how the interpreter is experienced enough to interpret sign language into spoken

Japanese and to work on the interpretation expeditiously.

Chapter 6: Spatial Configurations for Online Sign Interpretation
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This chapter discusses the design of configurations of videophone equipment
aimed at online sign interpretation. Situations that occur in interpretation
service were classified into three types: on-sife interpretation, partial online
interpretation, and full online interpretation. Simulation experiments of sign
interpretation were performed and the qualities of the configurations were as-
sessed. Although on-site interpretation is preferred by users, it was found that
a thoughtful design of the configuration improved the availability of online in-
terpretation. The preferred configurations had the common characteristics that
the hearing subject could see the face of his/her prifnary conversation partner,
that is, the deaf subject. The results imply that hearing people who do not
understand sign language receive non-verbal signals that give additional infor-
mation.

Finally this thesis ends with the discussion and conclusions based on these

results.



Chapter 2

Review of Relevant Study

2.1 Basic research for segmentation of human
movements

In order to study the non-linguistic information in JSL, it is first necessary
to establish the basic units by which we can measure the relevant physical
properties ergonomically. In this section, some studies are reviewed from the
point of view of the segmentation of a stream of human movements.

Several studies in the fields of linguistics, engineering, and gesture recogni-
tion have dealt with the issue of the segmentation of a stream of human move-
ments. In a study of sequentiality in American Sign Language (ASL), Liddell
- measured sign movements visually by counting videotape fields at 60 fields/sec
[40]. The data was collected from a deaf woman of deaf parents who narrated
two stories in ASL at a normal signing rate. The author defined Movements (M)
and Holds (H) as the two basic units of a sign and counted such units on the
basis of two indicators: image quality and hand location. According to Liddell’s
coding scheme, a blurry image indicates that the hand is moving, otherwise, it
is holding. The hand’s location at the reference point, which is identified from
the sign’s citation form, indicates that the hand is still, otherwise, it is moving.

Wilbur and Zelaznik used zero velocity to determine the onset and offset of

11



12 CHAPTER 2. REVIEW OF RELEVANT STUDY
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Figure 2.1: “smart”, “children”, “smart” in ASL
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Figure 2.2: Place of Marker on the Wrist of Signer

each sign [5, 7]. They used an optical 3-D motion capture system (WATSMART)
to study kinematic properties of prominence as it relates to phrasal position and
emphasis. They used several cameras to detect the location of infrared light-
emitting diodes on the thumb and index finger of the dominant hand for thirteen
subjects in four relevant sign contexts. They concluded from their analysis that
peak velocity is the best indicator of emphasis.

To measure undershoot of signs produced at different rates in ASL, Mauk
determined sign boundaries on the basis of position data [9]. He used an opto-
electronic motion capture system, Vicon 250 from Oxford Metrics. Subjects
produced several sign utterances while wearing seven reflective spheres, which

were used to track sign movements. A marker on the wrist was used to identify
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the location of the hand and delimif sign boundaries on the basis of movement
along the x-, y- or z-axis. For example, the beginning of the sign SMART in
ASL corresponds to a minimum along the x-axis, which is in the anteroposterior
direction. The beginning of the sign CHILDREN corresponds to a minimum

location of the wrist marker along the y-axis, which is in the vertical direction.

Studies of Japanese sign language (JSL) recognition in the field of engineer-
ing have also dealt with the issue of segmentation of the sign stream to detect its
lexical components. Ohira et al. used data gloves with two subjects and mea-
sured changes in hand shape, hand speed and the direction of hand movement
in 40 sentences to detect sign boundaries in JSL [13]. In their study, a speed
envelope was also used for the detection of a “sign unit”, which is a repetition
movement in the sign (See Figure 2). This method was 89 percent accurate in
detecting sign boundaries. Akita et al. proposed a detection method for the
lexical components of the sign stream which used angular jerk of human arm
movement [23]. For their kinematic analysis of human volitional movement,

they used the well-knewn minimum angular jerk model [4].

Akita et al. presumed that the transitional movement between lexical signs
could be represented by the model of minimum jerk; and by extension, maximum
jerk could be used to detect the lexical signs themselves. They used a magnetic
3-D tracking system (FASTRAK) to collect sign data from four signers who each
waore two sensors on their right wrist and elbow. They tried to detect only lexical
movements and not the transitional movements between lexical signs, and the
false alarm rate for phrase-internal transitional movements by this method was

3.5 percent, which is a good rate for sign data.

Takata et al. analyzed candidate factors for segmentation in natural one-to-
one dialogue between three Japanese deaf subjects and three hearing subjects

[53]. They found several factors that were indicators of the boundaries of lexical
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Table 2.1: Summary of Previous Study

Liddell  Wilburetal Mauk 2003) Okuraetal Talatetal  Akitaetal Ueharneral
{19s4)  (199T) (1995) {20609 (2003) 2002)
Duratien  ASL phrasal Undemshoot  Sepuen- Factors fexr  Segmen- Extraction
Obiect for of Hand promuneace at differect  tation foy segmentaliva  tazen for wethod for
Amalvsis M signing rates  JSL of ISL ISL primitive
U ASL in ASL recogniticn recognition. motien
NDL Cruada Vicen, VPL Polk MoticaAnalycis,
USA, resenrch USA. US.A,
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PPIats Analeg  WATSMART® MOTION DataGlove® Digital video FASTRAK® HiRec®
video CAPTURE® cameras
camers
Saupling 60 Hx 120Hz 6CHz 30Hz 100Hz 120Hz 60Hz
it
i HorM  Zers velacity Ponition AMimmoof  Head M of  Speed minsma
Bouadzies MDA o zpeed nodding, jotnt angular
for quims emvelope eveblinking, ek
segmentition elc.
HmdM Aword A word Sigoing meit A word A word Prouitive
ion between b betw b berween motion between
Basic uait word zero-velogity position minimaoef  segmemarion minima of speed minima
ménimz of gpeed. Tactors . juk
maxima emvelope
Duraticu Drration. prak Doration nnd
Pavsical velocify, xze mean
W’ ; location
“ vahie

signs: anod, a blink, a hand position in neutral space, contact between the hand
and face or contact between the two hands. In addition, they discovered that
signers tend to produce transitional movements or just hold the hands still while
these factors are occurring.

In their study of gesture recognition, Uehara and Shimada divided human
motion data into segments at several breakpoints where velocity changes [22].
They employed this method to tag human motion in order to browse the content
of multimedia data efficiently. To detect the time series of 3-ID motion data,
they used an optical motion capture system consisting of six infrared cameras
with a sampling rate of 120Hz.- A subject wearing eighteen ﬁarkers performed
some actions and f;he cameras recorded the subject ’ s actions as video images.
In that study, Uehara and Shimada defined the breakpoints on the basis of
three states which comprise human motions: onset, transition and termination.
Speed changes from zero to a positive value at onset, increases or decreases at

transition, and changes from positive to zero at termination. They used onset
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and termination as boundaries of basic units, called “primitive motions”. Table
shows a summary of previous studies. Although each study has its own set of
research questions, determining the boundaries of motion streams is a key issue
for all of them. Two basic types of data capture equipment are used: videotape
recorders and 3-D optical or magnetic motion tracking systems.

While videotape recorders can provide the duration of the basic unit [40] or
the occurrence rate of possible sign boundaries [53], optical and magnetic motion
tracking systems can provide much more information almost instantly from 3-D
positional data with high tempora:I and spatial resolutions without interlacing
of data samples. High temporal and spatiai resolutions make the calculation of
speed and acceleration accurate, and non-interlaced scanning makes each data
sample clearer so that researchers can code the movements easily.

As segmentation methods for our study in JSL, we adapted both the mag-
netic motion tracking system (FASTRAK) and the videotape recorders. The
former method will be described in Chapter 3, and the later one will be intro-

duced in Chapter 5.






Chapter 3

Production of Prominence
in JSL

3.1 Imntroduction

Consider the following two utterances: “I ordered-*COFfee” - “I ordered
coffee” with higher FO and higher intensity on the first syllable of “coffee” in
the first sentence, compared to “coffee” in the second sentence, and, in the first
sentence, with a pause between “ordered” and “coffee”. In the first example, the
speaker has placed an emphasis on the words “coffee” without adding a lexical
intensifier or changing word order. The manipulation of the physical properties
of a string of speech sounds to achieve a relatively stronger acoustic impression
is called “ prominence”. The full set of manipulable physical properties for
prominence includes F0, intensity, and duration. Takedaf42] describes that the
pause insertions preceding the word that has higher intensity, higher F0, and
vowel lengthening can often be often observed in Japanese speech. Clearly,
such manipulations of the sound structure around the prominent word further
enhance the acoustic impression of this unit. There are two sides to prominence:

the speaker ’ s manipulations and the perceiver ' s acoustic impression.

In sign language we suppose that there are similar effects around a unit

17
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of sign that is realized with strong visual impression and we can apply some
techniques of speech analysis to sign-language analysis. In order to study the
physical properties of sign-language prominence, it is necessary to first establish
a basic unit with which we can measure the relevant physical properties in a
word; such as segment or syllable in spoken language. In sign articulators,
hand, torso, head, face are the main productive media a.nd the development of
faster technology, as Tyrone[30] points out, now allows sign language researchers
to study real-time articulations of these media with great accuracy(5, 36]. In
the hand movements, the most movable media, several physical properties are
considered as the distinctive cues of prominence. For example, the signer can
give variety to the quality of the hand movements by space, time, fastness
and quickness. In order to measure the quality of the movements, we can use

distance, duration, speed, acceleration, and deceleration of a unit in a word.

The goal of this study is to investigate which set of physical properties is the
distinctive cue for the production of prominence and which unit in a word is able
to have the most distinctive prominence in a word of Japanese Sign Language
(JSL). To this end, this study reports definition of several units in a word and

categorizations of the physical properties on each unit by Factor Analysis.

3.2 Subjects

3 deaf people (all feméles) between the ages of 30 and 50 participated as subjects
in this study. All subjects were right-handed with more than 20 years of sign

language experience.
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3.3 Method

3.3.1 Apparatus

We collected position data by using Polhemus FASTRAK R. The sampling rate
of the tracking system is 120Hz. We used 3 receivers, which were on the back of
the hand, the wrist, and the head. The sampling rate for each receiver is 40Hz.
In the current report, we only look at the data from the back of the right hand.
A receiver on the back of the signer ’ s right hand detected the position of the

hand every 0.025 sec.

3.3.2 Data collecting

Each subject saw Japanese subtitles on a monitor, and after the subject read
the sentence, an interlocutor appeared on the monitor and asked questions in
Japanese Sign Language. The subject was to answer the questions by signing
the sentence, repeating it 5 times. The subtitles were presented so that the
signers would all produce the same sentences. We measured only the signing
data produced by the 3 subjects. Japanese subtitles were represented in the

order used for JSL.
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3.3.3 Materials

To prepare the material, two native signers determined the order of words to be
presented in subtitles. In order to make the signing during the recording sessions
as natural as possible, we asked interlocutors (native signers) to ask questions
to the subjects. At the first session, subjects produced 3 sentences 5 times each.
The sentences, signs, and translations are as below. At the next session, to see
the different effects of emphasized signing, an adjective was represented as bold
and bigger text in each sentence, and signers expressed three sentences with
emf)hasis. -

(1-1-Q) Interlocutor

Stimulus: Onsen dou-datta?

Signs: ONSEN DOU?

Translation: hot-spring how ?

“How was the hot spring? "

(1-1-A) Subject

Stimulus: ano ohuro hiroi/ hiroi are.

Signs: ANO OHURO HIROI ARE

" Translation: that bathtub huge it

“That bathtub is huge. ”

(1-2-Q) Interlocutor

Stimulus: Shinkansen notta?

Signs: SHINKANSEN NORU OWARI?

Translation: Shinkansen teke finish?

“Did you take a Shinkansen bullet train? ”

(1-2-A) Subject

Stimulus: Ano densya hayai/ hayai are.

Signs: ANO DENSHA HAYAT ARE
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Translation: That train fast it
“That train is fast.”

(1-3-Q) Interlocutor

Stimulus: Sono kaban motouka?
Signs: SONO KABAN MOTU?
Translation: That bag take?
“Shall T take that bag?”

(1-3-A) Subject

Stimulus: Ano kaban omei/omoi are
Signs: ANO KABAN OMOI ARE
Translation: That bag heavy it

“ That bag is heavy. ”

3.3.4 Speed calculation

As(te) = V/(z2 — 212 + (12 — )2 + (22 — 21)? (3.1)

'U(tz) = AS(tg)/At (32)

The formulas for calculating speed based on the position data are given in (3.1)
and (3.2). Times t; and t; are two sequential points in time separated by
At = 0.025sec. Position at t; is (z1,%1,21); at 2, (T2,¥2,22) - As(tz) is the
distance between positions at 1t and at 2 t in three-dimensional space; v(t2) is
the average speed between positions at ¢; and at £3 .

Formulas (3.1) and (3.2) show the basic idea of calculating speed from posi-
tion data; we smoothed the plot by applying a moving average that employed a
three-point window of dimension «,y, z and then calculated speed. As(t2,3,4)
is the distance between the average of positions at ¢;,2,3 and the average of

position at ?p,3 ,4 in three dimensional space. See formulas (3.3) and (3.4).
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As(t2,3 4 )
(g —z1)2  (va—v1)? | (20— 2)*
\/ 3 LA Tt (3.3)
v{t2,3.4) = A—s(%;w (3.4)

3.3.5 Definition of phase types

When we saw the movie images while paying attention to the movement of the
signer * s hand, we could establish certain types in the sequence of movements.
For example, in the movie image of sentence (1-1-A), (1-1-A) Stimulus: ano
ohuro hiroi are.

Signs: ANO OHURO HIROI ARE

Translation: that bathtub huge it

“That bathtub is huge.”

There are 4 different signs in this sentence; ANO, OHURO, HIROI, and
ARE. Once we recognized these signs in the movie file, we could see transitional
movement between the 4 signs. Sometimes we could also observe that the signers
hold the hand still just before the emphasized sign. We defined the label of phase
types for each sign as Table.3.2. In this study, we only focused on adjective areas:

HIROI “huge” , HAYAI “fast” and OMOI “heavy”.

3.3.6 Delimitation of each phase type

We delimited the movement-type quantitatively by using speed(Fig.3.3). The
speed is not always constant in an utterance. The receiver on the back of the
éigner > s right hand is changing position with fluctuating high speed and low
speed in three-dimensional space. However, the speed of hand movement is
reduced and then increased at each point where a signer changes the direction
of the hand movement in the process of producing a sign. The speed minima

show up at the point in time where the signer changes the direction of the wrist,
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elbow or shoulder. We paid attention to these speed minima in order to choose
one minima as a boundary that divides t and A. By observing the movie image
and speed graph, we checked which direction-change point coincides with each
speed minimum, and then selected a speed minimum as the beginning position
of A. After we picked one of the minima as a boundary between ¢ and 1, we
defined the threshold for calculating duration of m. We defined the threshold

as 20cm/sec.

3.3.7 Factor Analysis

This study served as a pilot study to assess the production of prominence in
emphasized-mode signing. A common factor analysis by principal component
analysis was performed using SPSS for each subject. The original data for this
study came from the 3 native signers who produced 3 sentences, 5 times each
in 2 modes. We used 8 types of parameter for each subject (Table.3.4}, and the
total number of the data is 240 utterances per each subject. A non orthogonal

(oblique) rotation was performed.

3.4 Results

Using 'the Kaiser ' s criterion with eigenvalues greater than 1.0, two or three
factor solutions were suggested accounting for 79-87% of the total variance in
each subject. Items with loadings higher than .40 were considered to be repre-
sentative of that factor(Table3.4). The factors of “signer K" were interpreted
as follows: (1) a set of physical properties on t, (2) a set of physical properties
on A, (3) duration of A. These factors accounted for-35%, 33% and 19% of the
total variance (87%), respectively. The factors of “signer I” were interpreted
as follows: (1) a set of physical properties on 1, (2) a set of physical properties
on <, (3) a deceleration of . The factors accounted for 40%, 26% and 13% of

total variance (79%). The factors of “signer Y” were interpreted as follows:
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Rotated

Signers Factors ltemn Label Parameter Types loadings
s(1) Distance of 1 along trajectory 0.56
AY(T) Duration of T 0.77
1. A set of d(rymax  Maximum deceleration of 1 0.92
kinematic v()max  Maximum Speed of T 0.95

propertieson T

Percent Variance Explained 35%

K a(\)max  Maximum acceleration of A 0.73
2: A set.of s(h) Distance of A along trajectory 0.88
kinematic v(max  Maximum Speed of A 0.92
properties on A Percent Variance Explained 3%
3. Durationof A At(p) Duration of A 0.92

Percent Variance Explained 19%
Total Variance Explained 87%
s(A) Distance of A along trajectory 0.8
1. A set of AN Duration of A 0.75
kinematic v(\max Maximum Speed of A 0.75
properties on A a(A)ymax Maximum acceleration of A 0.74
Percent Variance Explained 40%
o (1) Distance of T along tragectory 0.98
2. A set of At(7) Duration of 7 0.81
kinematic v(imax  Maximum Speed of T 0.67
properties on 1 Percent Variance Explained 26%
3. Deceleration  gmymax Maximum deceleration of 7 0.94
ofr Percent Variance Explained 13%
Total Variance Explained 81%
At(A) Duration of A 0.86
1. A set of a(\ymax  Maximum acceleration of A 0.93
kinematic v(\)max  Maximum Speed of A 0.97
properties on A s()) Distance of A along trajectory 0.98
Percent Variance Explained 50%

Y
s(1) Distance of 1 along tragectory 0.94
2. A set of AYr)  Duration of 1 0.71
kinematic v(max  Maximum Speed of 1 0.97
properties on T d{t)max Maximum deceleration of T 0.81

Percent Vanance Explained 34%

Total Variance Explained 84%

Figure 3.4: Results of Factor Analysis
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(1) a set of physical properties on t, (2) a set of physical properties on 2.
The factors accounted for 50%, 34% of total variance (84%). The loadings for
the jtems assigned to each of the three dimensions, listed in descending order,
appear in Table 1. Each of the loadings is sufficiently high, indicating that there
is a good fit of the items to the factors. Fig.3.5-3.7 show differences of some sets
of physical properties between emphasized signing and non-emphasized signing.
N means non-emphasized signing and E means emphasized signing. Each mode
is categorized by each factor on each principal component axis. The box length
is the interquartile range. Star marks indicate cases with values more than 3
box lengths from the upper or lower edge of the box. Circle marks indicate cases
with values more than 1.5 and 3 box lengths from the upper or lower edge of

the box.

3.4.1 Pause insertions and transitional phase

In the productions of “signer K", the set of physical properties on z in
emphasized signing had more variations than those in non-emphasized signing.
We found 5 pause insertions after © in emphasized signing, while there were
4 pause insertions after t in non-emphasized signing. The average-duration
of pause phases in emphasized signing was 0.39sec, while that in non-emphasis
signing was 0.28sec. Likewise in the productions of signer Y, the set of physical
properties on ¢ in emphasized signing had more variations than those in non-
emphasized signing. We found 6 pause insertions after t in emphasized signing,
while there were 5 pause insertions after t in non-emphasized signing. The
average-duration of pause phases in emphasized signing was 0.66sec, while that
in non-emphasis signing was 0.37sec. In signer K and Y, the pauses were often
inserted in “HIROI” and “OMOI” with relatively small values of physical
properties on 7 in each signing mode. Although there was no pause insertion

in the productions of signer I, the values of physical properties were relatively
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larger in “HAYAI” in all three signers.

3.5 Discussion

From the results of factor analysis in “signer K” and “signer I"”, we noticed that
there were several levels of factor in a same phase, which could realize qualities
of visual impression comprehensively. The results of “signer K” indicate that
there are two kinds of prominence on the lexical phases. The set of acceleration,
distance and speed was of primary prominence and duration had a secondary
prominence. Primary prominence has more sharp difference than secondary
prominence between emphasis mode signing and non-emphasis mode signing.
From this fact, we can assume that the spatial extensions of the lexical phases
with the faster and quicker movements could realize more distinctive visual
impression than the durational extensions. The results of “signer I” indicate that
there are two kinds of prominence on the transitional phases. The set of distance,
duration and speed of transitional phase had a primary prominence and the
deceleration of transitional phase had 2 secondary prominence. From the movie
images of the transitional phases in “signer I”, we noticed that the quality of
movements and the forms of trajectory in the transitional movements were calm
straight movements in non-emphasized mode signing, while they were quick
arc movements in emphasized signing. The visual quality of arc movements,
quickness, could be realized by the factor of higher deceleration as secondary
prominence. From these observations, we will iry to create prominence by
animation synthesis and investigate more about the meaning of each type of

prominence in further research.
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3.6 Conclusions

In this section, we investigated the production of prominence based on delimi-
tation of sequential hand-movements into 3 kinds of phases; transitional phase,
pause phase and lexical phase. Although each typve of prominence had different
sets of physical properties in 3 signers, prominence on lexical phase was most
distinctive through 3 subjects and 3 examples. We also observed the variations
of physical properties on the transitional phases and the pause insertions be-
tween fransitional phases and lexical phases. These facts indicate that there is
a similarity between a syllable in spoken language and a lexical phase in sign
language, because both units can be the most prominent place in a word. We
also observed that there was both primary and secondary prominence on thé
lexical phases in “signer K” and on the transitional phases in “signer I” and
those could characterize the visual impression comprehensively. These facts in-
dicate that there are more varieties of the set of physical properties contributing
to the production of prominence in JSL. The knowledge of prominence of JSL

is expected to apply in the education field in JSL.






Chapter 4

Development of e-learning
Program for JSL learners

4.1 Introduction

In order to present some contents of native sign language by using the technology
of computer networks, a lot of research has been done all over the world in the
field of educational engineering. In these works, there are two types for their
aims; one is to support the deaf people themselves in order to fill the social gaps
between the deaf people and the hearing people, and the other is to disseminate
the knowledge of sign language in a society so that the circumstances around

the deaf people are improved. .

In the case of first group, the research of animation generation by natural lan-
guage processing technology has been progressing in Greek Sign Language[12].
In Japan, based on the knowledge that the speed for playing JSL images de-
pends on the level of proficiency for JSL, a system for playing JSL images in

five speed level has been developed{15].

Meanwhile, in the case of the second type of research , a remote communi-
cations system to connect a class of American Sign Language to the terminal

of students has been developed[38]. It Japan, the self learning system of finger
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Figure 4.1: Recognition Model for Native Signers and Beginners

spelling with the function of feedback[21], the JSL database with search func-
tion based on the linguistic knowledge of native Japanese signers[48] and the
teachware of JSL have been developed[14].

The aim of this study is to develop Computer Assisted Learning System
(CASLL) and then evaluate the learning programs implemented in this system.
Compared to other relevant studies, the distinctive aim for this study is to
support the reading task of natural sign which is cne of most difficult task for
hearing learners. ‘

In this chapter, we organize the reasons why the reading task is so difficult
for the second-language learners while referring to the linguistic knowledge that
has been revealed in recent years. After that, we evaluate the proposed learning

method against the existing learning method.

4.2 Predicting model by transitional movement

One of the required skills for the learners of JSL is the need to learn the knack
of reading each word that is expressed in the natural speed discourse. For this
knack, this study focuses on the transitional movement which is traveling to the

next lexical movement. We also present the “segmentation learning” by which
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learners study how to segment the continuous sign movement. It is based on

the time point when the first lexical movement ends and moves to the next one.

“segment” is to delimit the continuous linguistic information based on a
unif. It is called double articulateness that language can be segmented into
morphemes and phonemes which are smaller units than morphemes[3]. The con-
tinuous sign movement can be segmented into morphemes, words and clauses.
This study focuses on a unit, “the transitional movement + the lexical move-

ment” and evaluates the effect of segmentation learning methods for the reading

task.

The following data is the reason why we define the segment as “the transi-
tional movement + the lexical movement”. While the timing-points when the
native signer recognized a word in “the transitional movement 4 the lexical
movement” was about 15% of the whole unit, in the case of JSL interpreters, it
was 26%. In the case of JSL beginners, they were not able to recognize it until
60% of the unit[52]. Furthermore, the earlier the deaf person acquires JSL the
faster he/she can recognize a word in the recognition experiment{50]. Regarding
this data, the closer the subject is to native, the more he/she is able to recognize
the word at the first timing-point on the unit. We present the recognition model
which can explain the difference of the timing-points between native signers and

beginners (Fig.4.1).

The equivalent of phonemes in sign language consists of hand-shape, place
and movement and those components structure a word4.1. For example, if a
index finger goes straight up to one’s telﬁple, that movement represents “think”
in JSL. In this case, the phoneme of “think” consists of hand-shape “1”, place
“temple”, and movement “straight line”. Those simultaneous comportments of

phoneme structure the word “think” in JSL.

Describing the temporal sequence from the change of these comportments
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to be fixed as a word, (1) start to move from the end point of a proceeding
word, (2) start to change the hand-shape, (3) fix the hand-shape (4) fix the
place and (5) start to move in a word. There is an experimental report that
the recognition of hand-shape and place precedes that of movement (Fig.4.1).
From this knowledge, the native signer’s time to recognize a word seems to be
at stage (1), while 2 beginner’s time seems to be after stage (2).

The delay in recognition time seems to be caused by the beginners cognitive
tendency;they pay attention to the changing of hand-shape, and when it is fixed,
they try to translate it into spoken Japanese(the upper process in fig.4.1). On
the other hand, native signers seems to recognize a word directly by predicting
the change of phoneme components({lower process in fig.4.1).

We implemented the segmentation learning on CASLL so that the beginners
can detect the timing point when the signer starts to move his/her hands to the
next word. -We designed the program with which beginners learn from the more
long-range movement sets as units, while they pay attention not to the starting

point of changing hand-shape but to that of movement.

4.3 Design of segmentation learning

In this section, we will sort out the problems of the existing learning style
compared to the characteristics of continuous sign in natural discourse.

In natural discourse by native signers, it is observed that hand-shape and
position changes under the influence of those in the proceeding word, while it
didn't occur when each word is carefully pronounced [49] 1. It is also reported
that hand-shape slightly changes its feature when two words form a phrase

{51]. When a signer produces number “1” as a single word, he/she holds the

1Tn American Sign Language, it is also observed that the position of word is getting closer
to the proceeding word position when the speed of articulation is increased[26]
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Figure 4.2: Examples for Handshape Assimilation
From Ichida(2005)p.16

other four fingers tight except for the index finger. However, when it forms
a phrase with the word which five fingers open softly, the other four fingers
except the index finger are closed lightly(see right picture of Fig.4.2). This
fact is caused by the fact that the hand shape with five fingers open effects
the anteroposterior word, and then the feature of “open” is added to the four
fingers except the index finger. This phenomenon seems to be equivalent to the
phoneme assimilation in spoken language, the term of “assimilation” is used in
sign language research[51]. The phenomenon is related to efficient articulation

and is often observed in natural speed discourse in native signers.

Meanwhile in the learning situation of beginners, there are many students
who face difficulty reading words in natural discourse, even though they have
already learned each word. It is not uncommon to see the number of students are
decreasing by more than half in a class, as the levels of a course advances. One
of the reasons for this problem seems to be the general learning method used in

classes or groups of JSL. In some classes, students are often required to memorize
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Figure 4.3: Learning Units for Segmentation and Word Learning Programs

all the vocabulary for greetings, introducing their family, and numbers. After
the lesson, they start to practice to read and express the words with students
in pairs. By such kinds of learning style, it is difficult to read sentences with
many phoneme assimilations in natural discourse.

Based on these problems, we defined three points as necessary functions for
the design of proposed learning program; (1) students can check the images as
many times as they want to, (2) students can learn a word expressed carefully
by comparing it to the same word expressed with other words continuously
and (3) students can be aware of the segment boundaries including transitional
movement.

We also implement the word-learning program that users mainly study JSL
vocabulary on CASLL, and then evaluate how much each user can recognize the
words in natural discourse. Based on the results, we verify the effectiveness of
proposed program including the segment task before the vocabulary task.

Feg.4.3 shows the relations in each leaning program and continuous sign im-
ages in natural discourse. In the word learning that is more conventional in JSL
education, users mainly focuses on the lexical movement without transitional
movement in the segment: the short arrows in fig.4.3. Compared with this, we
design the segmentation learning which makes users focus on the long arrow

in fig.4.3. We expect that the users can study sign production including the
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natural assimilations between words, and it will improve their skill for reading

as a result. We will describe the details in each learning program.

4.4 'Two learning programs and system

Table.4.1 show the process in each learning program. The texts in boldface
are common tasks in each one. In the segmentation learning, there are three
different tasks before the common tasks. Those three tasks are comportments

of the segmentation learning, the proposed method in this study.

In the word learning, users study only lexical movements without paying
attention to transitional movements, and then memorize the Japanese transla-
tions. After that, users challenge the reading task to answer the meaning of
word in each question. On the other hand, in the segmentation learning, the
users count the stroke of movements in each example of natural discourse. This
task is aimed at making them focus attention in each component of movement,
and they should become used to the natural speed with many assimilations.
After the counting task, they try to correct the order of word images which
are randomly-aligned in the order of natural discourse. In the “word images”,
a signer produces each word separately. At the upper side of the word image,
there is discourse image in which a native signer is signing (Fig.4.4). The re-
realignment task is aimed at relating the words and the sequential signs. The
users should be conscious of the difference between the words and the segments
including transitional movement and lexical movement. After the re-realignment
task, users perform the segment task in which they try to match the knob at
each segment in the short piece of discourse image(Fig.4.5). We designed these
three tasks so that users can be conscious of each segment including transitional
movement. After these three tasks, they perform the tasks for the word learn-

ing: the word learning task, and the examination for checking how many word
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Table 4.1: Learning Processes of Two Learning Programs

Word Learning Program Segmentation Learning Program
1 Word Learning Task 1 Counting Task
2  Word Test 2 Realignment Task
3 Reading Task 3  Segment Task
4 Realignment Task 4 Word Learning Task
5 Translation Test 5 Word Test
6 Reading Task
7 Translation Test

they correctly memorized. In the following section, we will explain about the

detail of each learning program.

4.4.1 Outline of two learning programs

e Word Learning Program

1. Word learning task

Users are required to check each word image in a example sentence, and
follow those movements. Each word image has a short expository text for

the meaning and the movement.

2. Word test

Users are required to select the correct Japanese translation for each which
is randomly-presented word. This test is aimed at testing whether they
can remember the meaning of each word presented in the word learning

task.

3. Reading task

Users are required to read each word presented in the image of natural

discourse which length of about 5-10 seconds and select the meaning of it.

4. Realignment task
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Figure 4.4: User’s Screen for Reorder Task

Users are required to correct the order of some word images that are
randomly-aligned from the order of a sentence in natural discourse. Each

image has Japanese subtitles.

5. Translation test

Users are required to select a correct translation that is appropriate for

the example image by a native signer.

e Segmentation Learning Program

1. Counting task

Users are required to count the stroke of movements in each example of

natural discourse. They can select the number of stroke from choices.

2. Realignment task
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Figure 4.5: User’s Screen for Segmentation Task

Users are required to correct the order of some word images that are
randomly-aligned from the order of a sentence in natural discourse. In
order to match the order of word images to the sentence in discourse image,
they need to manipulate the buttons for switching the images without
Japanese subtitles. At this point, they have not learned the meaning of
each word, so they can only check how each stroke structures the word in

natural discourse.

3. Segment task

Users are required to select the length of each segment in a short piece of
image cut from natural discourse. As in Fig.4.5, they need to manipulate
the knobs on the slider with referring to the discourse image, and set the
position of knob at at the last frame when the hands start to change the
shape and translate to the next word. If the user doesn’t set it at the right

position, the arrow message is shown up saying “you have wrong answer
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(the second knob is at the wrong position)”. After the user corrects the

position, he/she can move to the next task®.

4. Word learning task

Users are required to check each word image in a example sentence, and
follow those movements. Each word image has a short expository text for

the meaning and the movement.

5. Vocabulary test

Users are required to select the correct Japanese translation for each word
which is randomly-presented. This test is aimed at testing whether they
can remember the meaning of each word presented in the word learning

task.

6. Reading task

Users are required to read each word presented in the image of natural

discourse that length is about 5-10 seconds and select the meaning of it.

7. Translation test

Users are required to select a correct translation that is appropriate for

the example image by a native signer.
4.4.2 System overview

Fig.4.6 shows the system overview of CASLL. Once the scripts with the proce-
dure of two learning programs has been sent to the server, the server finishes
the preparation for judging the answers; generation of hints; and generation
of the forms of buttons, knobs, and images. Once the user finished each task
with displaying images from the server, each answer will sent to the server. The

server will display hints according to the user’s answer, and present the form of

2The correct answer was set with the 2 frames margin in the vicinity.
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Figure 4.6: System Overview

next task when the user’s answer is correct. The hints include the information
about the number of correct answers per question, and the wrong position num-
ber of the knobs in the segment task. The user’s record will be stored in the
server in order to evaluate for the next analysis. We designed CASLL based on
the assumption that users have Internet Explore 6.0+ (Microsoft), QuickTime
7+ (Apple), and ADSL or cable or large-scale network at universities. From
the experiments that we have done before, the users can perform the tasks in

CASLL with these environments.
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4.5 Evaluation experiment

4.5.1 Procedure

The aim of this experiment is to present a self-learning program by which a
user can be thoughtful about hihe/sher chdice of tasks. For this aim, we com-
pare the scores of two subject groups; the word learning group and the segment
learning group. We evaluate the effect of the segment learning for the reading
tasks in CASLL. The users can see the question images as much as they want
and perform the tasks until they reach each correct answer. In this situation,
if the learning effects of two learning programs for the reading task were not
so different, we could not say that there was a special learning effect in the
segment learning program. If so, the effect of the reading task would be only
the result of the word learning. Therefore, for this experiments, we will analyze
the proﬁcienéies of vocabulary in two programs. If we could confirm that the
proficiencies are high enough in both two programs, we would use it as a base-
line and then compare the scores of reading task in both programs. For this
comparison, we would use the percentage of number of questions that the users
get correct at the first trial, and the number of trials for reaching each correct

answer.

4.5.2 Subjects

The subjects were 10 beginners who have less than two years learning experience
a;: some JSL learning clubs. In these subjects, 5 beginners performed the word
learning program and the other 5 beginners performed the segment learning
program. The range of their age was from 20 to 38 years old, and the male-

female ratio was 3:2 respectively.
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4.5.3 Learning program

Although the learning program at the server can be restructured by writing
the script, we used some images cut from a image of natural discourse. The
length of each image was about 7 seconds. The total number of images were 6,
and those included 53 basic words that were used in a natural discourse. The
length of whole image was 49 seconds and the average speed of signing was
1.54 [word/sec]. That speed was quite fast for the users based on the results of
Questionnaire that all users answered after the experiment. For those 6 images,
we made the script for the two learning programs in Table.4.1, and implemented
the tasks by which each user perform the 6 frials. We also added a function
by which the users could answer each question 5 times and after 5 times, they

could select “give up” and go next task.

4.6 Result and discussion

4.6.1 Level of proficiency for vocabulary

(the number of question - the number of wrong answer)--the number of questionx100
(4.1)

From the expression (4.1), we calculated the proficiencies of 53 words in both

learning programs. These were 98 in both learning programs that were close to

perfect. As a result, it was confirmed that the proficiencies of the vocabulary

in both learning groups were similarly high.

4.6.2 Analysis for score in reading task

In order to calculate the score of the reading task, we substituted the number of
reading questions and the number of wrong answer in the reading task to (4.1).
As a result, the average in the word learning group was 67.0 and that in the

segment learning group was 54.8. The former average was significantly higher
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Figure 4.7: Mean Number of Trials for Reading Task and Word Task

than the later one (t(8)=1.97,p<.05).

4.6.3 Analysis for number of trial

Although this system allows the users to skip the question with the giving up
function after the fifth trials, they can also answer the questions as many as
they want without the giving up function. Therefore, at least in principle, they
can continue the trials to aﬁswer a question until they reach the correct answer.
If he/she answers correctly at the first trial, he/she can have higher score, so we
analyzed the number of trials they had in both the reading task and the word
task. If the segmentation learning had more effect for the reading task than the
word learning, the average number of trials of segmentation users would be less
than that of the word users. The result was shown in Fig.4.7.

In Fig.4.7, the two bars on the left side shows the result of reading task.
The mean trial number of reading task in the segmentation users was less than

that in the word users. This means that the segmentation users reached correct
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answers with less trials than those by the word users. The mean trial numbers of
reading task were 2.18 in the word learning group, and 1.69 in the segmentation
learning group; SD were 0.49 and 0.32 respectively (£(8)1.84, p=.051). The less
trial numbers needed by the segmentation users seems to reflect the higher score

in the reading task.

In Fig.4.7, the two bars on the left side show the result of word task. Both
groups of users reached the correct answers mostly at each first trial. The mean
trial numbers of word task were 1.02 in the word learning group, and 1.07 in
the segmentation learning group; SD were 0 and 0.11 respectively. From this
result, we found that all user in both learning groups answered almost perfectly

for the random questions in the word task.

The difference of learning program in both learning groups were the follow-
ing; the segmentation users had the counting task, the realignment task, the
segment task, the word learning task, the vocabulary test and then the read-
ing task. The first three tasks are the original component of the segmentation
learning. On the other hand, the word users had the word learning task, the
vocabulary test and then the reading task. The word users seems to find it
difficult to read the meaning of each word in natural discourse immediately
after the word learning task and the vocabulary test. Addit'ionally, the word
users had a perfect vocabulary skill in 53 words, so even if they had more tri-
als for the word learning task, the scc;re of the reading task would be same.
Compared with them, the segmentation users saw the natural discourse image
over and over again, and had the counting task, the realignment task and the
segment task, so the users seems to find it easy to recognize the relation be-
tween movement and meaning in the early stages. From the fact that the levels
of proficiency for vocabulary are highly encugh in both learning programs, the

segmentation learning showed the effectiveness in reading the signing words in
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Figure 4.8: Results of Questionnaire

natural discourse.

4.6.4 Questionnaire

From the above analyses, we found the effectiveness of the segmentation learn-
ing, but there might be room for improvement in the program which was a
first edition. We studied the possible way for improvement from the analysis
of questionnaires. Fig.4.8 shows the result of questionnaires that all user an-
swered after their learning programs. They were asked to rate their impression
based on five questions from Q.1 to Q.2 on the grade of five scale each. Q.1 was
“Were the questions difficult for you?” and almost all user rated more than 4
(difficult). It indicated that the challenge levels were high for all user in both
programs. Q.2 was “How did you feel about your workload?”. For this question,
two word users rated 3 (right quantity) and three rated 4 (it was heavy). On the
other hand, one segmentation users rated 3 and four rated 5(it was too heavy).
The extra duration of the segmentation leaning seems to make the users feel
wdrkload to be heavier. Q.3 was “Do you want to learn by this same learning

program again?”. Four word users rated 4 (yes, when I have time), and one
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rated 5 (definitely yes), while three segmentation users rated 1 (no, never), one
rated 4 (yes, when I have time) and one rated 5{definitely yes). The evaluation
result varied greatly in the segmentation learning. Q.4 was “How was the effi-
ciency of this program compared to other learning methods by which you had
learned before”. One segmentation user rated 1 (highly inefficient) but more
than half of users answered “efficient” and “highly efficient”. Q.5 was “How was
the operability of your computer for this program 7*, and more than half users
rated “good” and “very handy”. The user who answered “a little bit difficult to
operate” described her impressions that her computer screen was too small to
see all word image when she attempted the realignment task. From the above
results of operability, we found that the problems for the interface would be
improved easily if we changed it to the adjustable display system with user’s
screen size. Additicnally, we found some room for improvement in the curricu-
lum of the segmentation learning. For the purpose of comparative experiments,
we needed to design the segmentation learning program with & number of ques-
tions, but the evaluation of Q.3 seems to be improved if we control the number
of trials that the segmentation users study at once. Furthermore, presenting a
kinder explanation of each of task and meaning at the beginning of the program

would be help to reduce the user’s mental burden for the number of questions.

4.7 Conclusion

In this chapter, we reported the results of an experiment comparing two learning
programs. One is the segmentation learning program, in which we implemented
the segment task to recognize the movement units including each transitional
movement and the word learning task. After the evaluation experiments for this
program, we analyzed their scores of reading task. The other is the word learning

program, and we analyzed their scores of reading task after the vocabulary test
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without the segmentation task.

As the results, the level of proficiency for vocabulary were high enough in
both programs, and the mean score of reading task in the segmentation users
were significantly higher than that in the word users. The segmentation learning
program is different from the word learning program only because the former
including the segment task to recognize the unit of “the transitional movement

4- the lexical movement”.

The results of this comparative experiment indicated that the scores of read-
ing task for natural discourse will be increased by making the beginners focus
on the continuous movement pattern of which they cannot be conscious with

the existing word learning method.

In order to set the segmentation learning program as the main program for
CASLL, we need to modify the design of segmentation learning program based
on the subject’s evaluations. Since it is difficult for the beginners to match some
knobs on the segment point of “the transitional movement -+ lexical movement”,
the first task now is to contrive a way to present an instruction with some h_ints
in order to lead the users to the right answer. We will reorganize the curriculum
to increase the user’s willingness to study and evaluate it again while relying on

the operability of CASLL.

We are also going to verify the function for the segments of non-manual
signal(NMS) which are larger than “the transitional movement + the lexical
movement”. In JSL, NMS has a function as a syntactic marker to distinguish
different particles and also as a morpheme maker to distinguish between adjec-
tives and adverbs. For example, a signer can distinguish between a genitive case
and a nominative case by changing the timing of nodding, and he/she can dis-
tinguish between an adjective and an adverbs by facial expressions. We assume

that the segment by NMS is related to recognize the meaning of sentence as a
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whole rather than the selection of a word. We are trying to implement a func-
tion to learn NMS markers and then test the effectiveness of it. Although this
is our first step for the development of a leaning program, it is expected that we
can present the segmentation learning program as a content of e-learning and
also we can develop the program by ourselves, while relying on the operability
of CASLL and improving the efficiency of programs. Additionally, we expected
that CASLL could help to organize the information of JSL and apply it to some

other softwares and machine interfaces.



Chapter 5

Evaluating Interpreter’s
Skill by Prosody in JSL

5.1 Introduction

The demand of interpreters between Japanese Sign Language{JSL) and spoken
Japanese has increased these days, but the methodologies to train such inter-
preters are still limited as compared to the other types of interpreters between
spoken languages. Technically, some studies for animation synthesis have been
performed in order to propose alternative tools for interpreters(19, 39]. However

these technologies are only applicable in restricted situations.

In order to consider simultaneous JSL interpreters who work across a broad
range of situations, some other types of technique are needed. As one of such
technique, this study focuses on a quantitative indicator for evaluation of the
general skills of sign-language interpreters in order to train them according to

their level of skill.

The required skills for JSL interpreters include the expression skill, the trans-
lation skill and the practical skill (5.1). Usually those skills are combined qual-
itatively and it is difficult to quantify each skill individually. In order to cer-

tificate the official license for JSL interpreters, therefore, their skills have been

51
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+ Vocabulary, Subject specification,
Expression Skill Temporal and spacial expressions,
Iconic expression, simultaneous
Interpretation Skill expression.

. . « Message Understanding, holding,
Skill for Sign Language Translation Skill and restructuring.

Interpreters * language ability for Japanese
and Sign Language.

* Understanding clients,
Practical Skill Coordinating environments or
relations surrounding clients,
Response to problems invoiving
clients.

Figure 5.1: Required Skill for JSL Interpreters. The figure was translated from
Japanese figure in [1].

subjectively evaluated by well-experienced instructors.

For people who wanted to hire JSL interpreters, it is very difficult to know
the level of their candidates and how long they need to train them for reach-
ing the necessary level to conduct their service autonomously. Although some
methodologies of kinematic modeling for well-experienced interpreters might be
useful to elucidate the skill for the expression skill in JSL{24, 46], the expression
skill in JSL is just a component of overall skills and it seems still difficult to eval-
uate other necessary skills for actual interpretation services. Some researchers
have shown that the highly skilled interpreters have distinctive practical skills,
with which they coordinate the order of utterance between a deaf and a hearing
clients. They also ask questions frequently in order to interpret each utterance
more precisely{10, 27, 29]. Therefore, the quantitative indicator that is useful
for recruiters of JSL interpreters, needs to be very simple to use, and applicable
for evaluating the general skills of interpreters including both their practical and
interpreta.i:ion skills.

This study explores the possibility that the skill for recognizing prosody can
be an indicator for other general skills of interpreters.

In the interpretation between JSL and spoken Japanese, one of the most

difficult tasks is to recognize the case relation or the modification relation in
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JSL. For representing the case and modification relations, spoken Japanese has
particles and inflected forms of a word, respectively. In JSL, however, there are
no such changes. Instead, there are durational changes between two signs, facial
changes, and the insertion of pauses to distinguish the case and modification

relations.

This para-linguistic information is called prosody, and it is closely related to
the syntactic structure of utterance. [45] describes a correlation between rhyth-
mic pattern and syntactic structure based on a linguistic theoretical analysis
called prosodic phonology[28]. It has been also discovered that paralinguistic
information plays an important role in achieving real-time and easy understand-
ing and smoothly controlling conversation|2, 31]. Because prosody is conveyed
by communicative use of JSL, we assume that the skill for recognizing prosody
is related not only to the expression skill but also some other skills. These other
skills include the interpretation skill and the practical skill of coordinating the
conversation between the deaf and the hearing clients.

In this study, we introduce the unique test called MPR (Measurement of
Prosody Recognition) to measure the skill for recognizing prosody, and study
the relationship between the interpreter’s experiences and the performance score
on the test (Experiment-1). We also investigate the types of skill that can be
estimated by MPR (Experiment-2).

5.2 Data preparation for MPR

The ingredients of prosody in spoken language are rhythm, prominence, and
intonation. These prosodic cues aid in the syntactic processing of sentences, in
disambiguation, in focusing particular elements, and in indicating the discourse
function of utterances[47]. Linguistic researches in the area of sign language

has also been progressive in describing the prosodic correlation of rhythmic
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Table 5.1: Example Sentences for Nominative and Genitive cases

Nominative/Genitive

Noun Predicate

SISTER

hat like
earing
glasses

pin

lip rouge

bag
clothes
car
book
shoes

Table 5.2: Example sentences for Adverb and Adjective Expressions

Adjective/ Adverb Noun

Predicate

REAL

cheerful
stubborn
genial
smart
mature
austere
serious
amusing
sedate
gentle

sister
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pattern and body movement([36}; semantic focus such as eyebrow raising or chin
drawing[6}; adjective emphasis as increasing speed, distance or duration [43, 44]

In order to establish a scale of the skill for recognizing prosody and its
meanings, it is needed to prepare stimula by which subjects can distinguish
between correct and incorrect answers using only the prosodic pattern. In most
cases in JSL, however, if the meaning of sentences are different, the signer
changes the word order to suit the meaning. Therefore, we decided to prepare
two types of sentences in which the word-order is natural enough to understand,
and the pattern of prosody for representing each meaning is different. In the

following section, we will introduce how we prepared the data for MPR.

5.2.1 Subject

The subject was forty years old female, who was born deaf and had learned
JSL since she was at a preschool for deaf children. She works as an interpreter
between JSL and American Sign Language and has sufficient knowledge for the
production of JSI..

5.2.2 Video recording of test data

We asked the signer to produce three words including “sister”, “noun X” and
“like” in this order, and to express the sentence in two different meanings as
usister likes X” and “I like sister’s X” with the same order of the words (see
Tablel).

' We also prepared the sentences including “real”, “sister” and“adverb Y” and
asked the signer to produce it in two different meanings as “the sister is really
V" and “the real sister is Y” (see Table2).

In order to minimalize the effect of spatial distance between the contiguous
words, we used five words with short inter-word distance and another five words

with a long inter-word distance. We recorded the production images by a video
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Figure 5.2: Tree Structure of the duration in Nominative and Genitive
Cases: A significant difference was shown between the first transitional move-
ments(t(9)=6.10, p<.05) and between the pauses after the noun( t(9)=6.10,
p<.05)

camera. The video frequency was 30Hz, and we converted the images to avi for

the analysis.

5.2.3 Data analysis

The duration of each movement unit(MU) was measured vsing the sign language
analysis tool, MAT[11]. We classified MU into three types in terms of the lexical
movement, the transitional movement and the pause. The lexical movement is a
hand movement which has a meaning as a sign. The transitional movement is a
hand movement which is inserted between two signs. The pause is the duration

in which the hand is visually at the same position.

‘We counted each movement as the frames of the movement representing a
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Figure 5.3: ‘Tree Structure of the duration in Adverb and Adjective Expressions:
The signer used adverbial facial expressions which are applicable for “really” but
there were no such expressions for “real”. Other prosody including pauses were
placed differently in the two expressions.

word, those of movement traveling from one word to the next word and those of
movement in which hand-shape and orientation were respectively stable at the
same position. All frames were normalized by dividing by the entire duration

of each sentence.

5.2.2 shows the results of analysis for the nominative and genitive cases.
From the results of the t-test, it was shown that the first transitional movements
and the pauses of the nominative cases were significantly longer than those of
the genitive cases (t(9)=6.10, p<.05, respectively). For the nominative case,
the signer also used eye gaze and placed the pause with the last word . For the
genitive case, she placed the pause with the second and the last words. The

results showed that the signer was changing the timing of producing each word
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with a variety of prosody to match the meaning.

5.2.2 shows the results of analysis for adverb and adjective expressions. The
signer used adverbial facial expressions which are applicable for “really” but
there was no such expression for “real”. Other prosody including pauses were
placed differently in the two expressions.

By using the data, we made up “MPR” and explored whether the length of
experience for interpreters effects the score or not. We describe the procedure

of the experiment-1 in the following section.

5.3 Experimentl

The aim of the Experiment-1 is to see whether the performance score of MPR

is related to the length of interpreter’s experience.

5.3.1 Subject

We arrange the subjects into two groups; one consisting of four interpreters who
have more than I-year experience (long-experience group), and the other con-
sists of four interpreters who have less than 1-year experience {short-experience
group). The reason for cla.ssifyiﬁg the subjects based on the period of 1-year
experience was due to the author’s experience that it tock at least one year to
express and understand the pattern of prosody precisely after acquiring a skill

to have a conversation with native signers without an interpreter.

5.3.2 Method

MPR i's an examination method in which the subject watches a movie and
then writes each answer on his/her answer-sheet. It includes two kinds of task.
Firstly, there is meaning task in which the subject marks a right answer that is
more appropriate for the sentence image. Secondly, there is the segment task in

which subject writes a slash “ / ”, where he/she feels the three words should
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Deaf
Customer

Figure 5.4: Configuration of the three parties. The media between the inter-
preter and the hearing staff is speech, while that between the interpreter and
the deaf customer is sign language. The hearing staff and the deaf customer
converse via interpreter mediation.

be segmented.

In each task, there are two types of question: type-l is to recognize the
difference of nominative and genitive, and type-2 is to recognize that of adverb
and adjective. Both types contain twenty questions and each one has two kinds
of task (the meaning task and the segment task). The total number of items is
therefore eighty. The accuracy of each task will be calculated as the number of
correct answers divided by twenty.

For this Experiment-1, we asked each subject to have a seat in a quite room
and look at the monitor on a personal computer. The size of movie on the
monitor was 780%420 pixels, which was 16.5*11 cm. We gave an instruction
to each subject to mark his/her answer on the answer-sheet by looking at the

movies which were played one after another in 2 seconds.
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Figure 5.5: Type-1: the task is to recognize the difference between adverb
and adjective. The error bars show standard error of the mean. A significant
tendency was shown in the meaning task(F(1,7)=5.98, p<.1).

5.3.3 Results

For type-1, the mean accuracies of the subjects who had more than 1l-year
experience were 0.82 for the meaning task and 0.93 for the segment task. The
corresponding mean accuracies of those who had less than l-year experience
were 0.56 and 0.61 respectively. For type-2, those who were more experienced
had mean accuracies of 0.93 for the meaning task and 0.95 for the segment task.
Those who were less experienced scored 0.76 and 0.78 respectively. From the
results of ANOVA, it was shown that the mean accuracy of the meaning task in
the subjects who had more than 1-year experience tends to be higher than that
of those who had less than 1-year experiences for type-1 (F(1,7)=>5.98, p=.06)
and also for type-2 (F(1,7)=5.98, p=.08) . The results showed that skill for
recognizing the meaning of prosody is related to the length of experience. It

therefore implies that MPR reflects some kinds of skills for interpreters.



5.4. EXPERIMENT2 61

Eiless than 1 year
B more than 1 year

Mean Accuracy

Meaning Task Segment Task

Figure 5.6: Type-2: the task to recognize the difference between nominative
and genitive. The error bars show standard error of the mean. A significant
tendency was shown in the meaning task(F(1,7)=>5.98, p<.1).

5.4 Experiment2

The aim of Experiment-2 is to investigate what kinds of skill can be estimated
by MPR. In order to achieve this objective, we compare the evaluation scores

in the situation of interpretation between the high and low-scores MPR groups.

5.4.1 Subjects

The subjects were six interpreters, in which three subjects had more than 80
pecent correct answers for MPR (high MPR group) and three subjects who
scored less than 80 percent each (low MPR group). All subjects in high MPR
group had more than 1 year experience for interpretation work, and those in
the low MPR had less than 1 year experience. Two hearing subjects and three
deaf subjects also participated in Experiment-2 in order to evaluate the skill of

the interpreters.
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5.4.2 Method

We prepared “the pizza task, i.e. a situation where a deaf customer orders some
pizza from a hearing staff member through an interpreter. The reason why we
selected “the pizza task” in this Experiment-2 was that it included some parts
of free conversation in a formalized sequence of procedures and we thought that

these characteristics in a situation close to a real interpretation scenario.

The hearing staff member was given a piece of paper containing questions
about the customer’s name, the fax number, the size of pizza, the kinds of sauce,
the kinds of pizza crust, the topping to add and the topping to take away. We
gave an instruction to each subject to finish the session in 5 minutes and we
put a timer device in the room so that the subjects could check the time. The
configuration of the three parties in one session was that a hearing customer and
an interpreter were sitting in pa.ra.llel,A with the deaf customer sitting opposite

the interpreter (5.4).

After each session, the deaf customer and the hearing staff member evaluated
the skill of the interpreter dn a scale of -to +5. The order and the combination of
each interpreter was randomized. Each interpreter had three sessions and they
were evaluated by three deaf customers and two hearing staff members. On the
answer sheet, there were four questions in order to evaluate the interpretation

and practical skills of each interpreter :
Q.1. Was the interpreter’s sign(or speech) easy to understand?

Q.2. Did you feel any concern that your order didn’t come through properly

Q.3 Was the interpreter expeditious?

Q.4 Did you succeed in ordering (or taking the order of ) the pizza ?
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5.4.3 Results

In the mean evaluation-score by three deaf subjects, the score of each of the
high MPR. group was higher than that for low MPR group in these subjects.
Especially, the evaluation score for Q.3 tended to be higher in high MPR group
than that in low MPR group (t(4),p=.056 : see 5.7). In the mean evaluation-
score by two hearing subjects, there were significant difference between these
two groups in all questions (£(4),p<.05, respectively: 5.8).

In order to know the degree of all the interpreter’s skill from the view point
of correlation between MPR. and the evaluation-scores, we analyzed these corre-
lations. Because the accuracy of each task in MPR was highly correlated (5.3),
principal component analysis (PCA) was performed for each accuracy, including
varimax rotation. Only one component was extracted and it took up 94.02% of
the total variance (5.4).

‘We calculated the correlation between the component-1 and the mean eval-
uation score of each question in each subject. According to the results, & mod-
erately strong correlation was found between the principal component for accu-
racy of MPR and the mean evaluation score by the deaf subjects in Q.2(r=.78,
t(4)=2.53, p<.1), Q.3(r=.77, t(4)=2.43, p<.1) and Q4(r=.77, t(4)=2.43, p<1).

Furthermore, a strong correlation between the principal component for the
accuracy of MPR and the mean evaluation score by the hearing subjects was
shown in Q.1(r=.94, t(4)=5.94, p<.01), Q.2(r=.96, t(4)=7.17, p<.01), Q.3(r=.99,
t(4)=14.2, p<.01), and in Q.4(r=86, t(4)=3.49, p<.05).

5.5 Discussion

The results of Experiment-1 indicated that MPR could measure some kinds of
skills for interpreters. Similarly the results of Experiment-2 showed that MPR

could be an indicator for a skill which was mainly evaluated by the hearing
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Figure 5.7: Mean Evaluation-Value by Deaf Subjects:the error bars show stan-
dard error of the mean. A significant tendency was shown in Q.3 (£(4),p<.1)

Table 5.3: Correlation among tasks. Taskl is meaning task and Task2 is segment
task. Type-1 is to recognize the difference of nominative and genitive, and type-
2 is to recognize that of adverb and adjective.

TASK1-typel TASK1-type2 TASK2-typel TASK2-type2
TASK1-typel 1

TASK1-type2 0.98 i
TASK2-typel 0.9 0.95 1
TASK2-type2 0.82 0.2 0.96 1

subjects. The hearing subject made the evaluation mainly by the interpreter’s
voice. Therefore, one possible skill that can be estimated by MPR is considered
to be the translation skill from sign language to spoken language. In contrast,
the deaf subject made the evaluation by the interpreter’s behavior including
signing. In this case no significant difference between the high MPR. group and
the low MPR group was seen. Neither was there any strong correlation between
the principal component for the accuracy of MPR and the mean evaluation
score, except & moderately strong correlation in .2, Q.3 and Q.4 that seems
to be related to the practical skill for interpreters.

The stimulus of MPR is sign language and the reaction of that is based on
Japanese, so the translation skill from spoken Japanese to sign language, which

is mainly evaluated by deaf subjects, might be difficult to estimate by MPR.
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Figure 5.8: Mean Evaluation-Value by Hearing Subjects:the error bars
show standard error of the mean. Significant difference was shown in all
question(t(4),p<.05, respectively).

Table 5.4: Principal Component Loadings.

Principal Component 1 Variance

Taskl-typei 0.95 0.91

Taski-type2 0.99 0.98

Task2—type1 0.98 0.97

Task2-type?2 0.95 0.9

Percent variance explained 9402
Total variance explained 94.02

Further research are needed in order to confirm this , but we can say that MPR
might at least be useful to estimate the translation skill from sign language
to spoken Japanese. Additionally, the result of that the expeditiousness eval-
uated by the hearing subjects was remarkably different between the high and
low MPR groups (Q3 in 5.8). Also a strong correlation was found between the
principal component for the a.ccufacy of MPR and the mean evaluation score
by the hearing subjects. Furthermore we found a moderately strong correla-
tion in Q.2, Q.3 and Q.4 by the deaf subjects as well. These practical skills
including expeditiousness seem possible to estimate by MPR. The mean time
to accomplish the task for the high MPR group was shorter than that of the
low MPR group (3:51 and 4:34, respectively). The reason why MPR and the
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Figure 5.9: Correlation between the mean accuracy of MPR and the Evalu-
ation Score by the Deaf Subjects: Moderately strong correlation was found
in Q.2(r=.78, £(4)=2.53, p<.1), Q.3(r=.77, £(4)=2.43, p<.1) and Q4(r=.77,
t(4)=2.43, p<.1)

practical skills for interpreters were correlated might be based on the volatility

of information which is & remarkable feature of dialogue. [2] makes the following

observations about the volatility of information.
s A dialogue cannot be recorded as text or images.
¢ The recipient has to remember all the information he/she has received.

Firstly, from the view point of the volatility of information in real time con-
versation, we could interpret that a high skill to recognize prosody would make
it possible for interpreters to have enough time to work a sequence of proce-
dures smocthly. This is because they could catch up on the volatile information
without asking questions back or making the deaf or the hearing subjects anx-
jous. This would not occur in all situations however. Because the pizza task
consisted of very simple conversation, the interpreters did not need to translate
any delicate nuance or fuzzy comment as are often observed in debates. We
need further research of this point in a complex and debate type conversation.

Secondly, the skill of the expeditious interpretation also seems to be more

important in the online interpretation, because the network connection force

=1
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Figure 5.10: Correlation between the mean accuracy of MPR and the Evaluation

Score by the Hearing Subjects: Strong correlation was found in Q.1(r=.94,

£(4)=5.94, p<.01), Q.2(r=96, t(4)=7.17, p<.01), Q.3(r=99, t(4)=14.2, p<.01),
and in Q.4(r=.86, t(4)=3.49, p<.05).

a delay([35]. Technically, it has been possible to conduct the experiment of
online interpretation between JSL and spoken Japanese[33, 34], this will also be
confirmed by further research.

Finally, in order to confirm the estimatable skills by MPR, we will develop
other scales for general skill and then compare the score of MPR with it too. We
will also analyze how long experiences are required for the acquisition of each
skill and then apply the knowledge for educating interpreters based on their

skill development.

5.6 Conclusion

In this study, we have examined two experiments: Experiment-1 tests the use
of MPR determine the relationship between the score and the length of inter-
preter’s experience. Experiment-2 which provides further evidence of the specific
skill that could be measured by MPR. Our research indicated a possibility that
MPR could be useful to estimate whether or not the interpreter is experienced

enough to interpret from sign language to spoken Japanese. Furthermore, the
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practical skills such as working on the interpretation expeditiously could also be
estimated. In order to confirm the estimatable skills by MPR and its situai:,ion,
we will use different tasks and experimental apparatus. We will also develop
other scales of general skill for JSL iﬁterpreter and then compare the score of

MPR with the score of those scales.



Chapter 6

Spatial Configurations for
Online Sign Interpretation

6.1 Introduction

With the growth of digital telecommunication networks and the spread of video-
phones, online sign interpretation services have become a reality. Generally, sign
* interpretation is performed by three types of participants: deaf people, inter-
preters, and hearing people. For easily usable sign interpretation services, the
interchange of information among the three types of participants is required
to be carried out smoothly. For smooth interchanges, arranging the relevant
objects — video screens, video cameras, and people (users) — effectively is im-
portant. In this study, we mainly target the interpretation situation in which
there is one of each type of participant. We will call it the trilateral interpreta-

tion.

The arrangement of videophone-related objects has been studied for the
interpretation of speeches or lectures [32, 18], which we will call mass interpre-
tation. However, the arrangement of videophone-related objects that is suitable
for trilateral interpretation is expected to be different from that for mass in-

terpretation. In a mass interpretation, there are generally several listeners.

69
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Furthermore, in the case of mass interpretation, most communication is limited
to one-way communication from the speaker to listeners, and communication in
the opposite direction is limited to the question or discussion period. On the
other hand, in trilateral interpretation, the balance of communication directions

is nearly maintained and turn-taking frequently occurs.

The arrangement of videophone-related objects for trilateral interpretation
service has not been studied. In this study, we discuss these issues, in particular,

configurations of video screens and users?.

Although the original motivation of interpretation is to communicate be-
tween a deaf person and a hearing person, they do not communicate with each
other directly in real time. Instead, their communication is mediated by the
interpreter. We call the conversation between the deaf person and the hearing
person the “principal motivated conversation” and the people involved in it the

“principal conversation partners.”

In the interpretation service, the deaf person and interpreter mainly use
sign language and the hearing person and the interpreter mainly use spoken
language. However, it is well known that nonverbal information, which is not
included in spoken or sign language, for example, pausing, nodding, facial ex-
pressions, and attitudes, also plays an important role in the establishment of
communication[37, 25, 17]. In particular, note that the principal communication
partners, who are motivated to communicate, can only communicate nonver-
bally between themselves. Therefore, much attention should be paid not only
to the intelligibility of voice or sign but also to ease of exchanging nonverbal

information, for smooth trilateral interpretation.

Here, we will classify situations of the trilateral interpretation service based

on the positional relationship among three people. The first situation is where

YIn our experiments, the video camera configuration was fixed; the video camera was
mounted near the video screen, facing in the same direction as the screen.
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three people are present in a place. They start communication without using
a network. That is called “on-site interpretation.” The second situation is
where a videophone terminal is set in a shop and a deaf person has come in to
perform some errands. If there is no one present who can use sign language,
the shop staff can call an interpreter who is in a remote location waiting to
help via the videcphone. This sifuation is called “partial online interpretation.”
Another situation is where all three people are in different locations. In this
case, two videophone connections are sufficient to support the conversation.

This situation is called “full online interpretation.”

Then, we defined the spatial configurations of videophone equipment for
each configuration. In particuler, the configuration in which participants can

exchange nonverbal signals was presented.

Using these configurations, we performed simulations of sign interpretation
services. For the conversation task, we chose “ordering a pizza,” in which a
deaf customer orders a pizza from a hearing pizzeria clerk mediated by a sign
interpreter. After the task was finished, the subjects gave their subjective as-

sessments.

As a first result, the accomplishment times of on-site interpretation were
found to be significantly shorter than those of other configurations. This re-
sult suggests that partial and full online interpretation provides less smooth
communication compared with on-site interpretation, which is a predicted re-
sult. However, we found by analyzing the evaluation results in detail that a
well-designed configuration improved the feasibility of online interpretations.
That is, from the evaluations of hearing subjects, configurations in which they
could see images of the deaf person were found to be preferable compared with
configurations in which they could not see the deaf person. This implies that

hearing people who do not understand sign language receive nonverbal signals
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that enable online communication to be similar to on-site communication. From
these results, we obtained approximate guidelines for designing configurations

of videophone equipment for an online sign interpretation service.

6.2 Spatial configuration for sign interpretation
service

In this section, spatial configurations of videophone equipment and related peo-

ple are defined for each configuration.

The classifications and configurations are shown in Fig. 1. Here, “I” de-
notes the interpreter, “H” the hearing person, and “D” the deaf person. Lines
surrounding these letters indicate that corresponding people are in the same
physical location. The solid«line arrows indicate on-site communication and the

dotted-line arrows indicate online communication.

6.2.1 On-site interpretation |

In“‘on-site interpretation,” the preferred configuration is one in which the hear-
ing person and the interpreter are side by side facing in the same direction (ie.,
in parallel), and they are both facing the deaf person (Fig. 1(}). This con-
figsuration is called 3SS-E (Three people Sharing a Space and the principal
conversation partners facing Each other). In this configuration, the principal
conversation partners that are motivated to communicate are facing each other,
so exchanging nonverbal signals between them is easy. We consider that this is

the reason the configuration is preferred.

In the following subsections, we are going to define the configurations for

online interpretations by considering the issue of nonverbal signals.
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Figure 6.1: Classification of equipment configurations.
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6.2.2 Partial online interpretation

In the “partial online interpretation,” the deaf and hearing persons communicate
with the interpreter by a single videophone connection. For this situation, we
considered two types of configurations. In one configuration, the deaf and hear-
ing persons are side by side (in parallel) facing the interpreter via the network
(Fig. 1(b)). This is called 288-P (Two people Sharing a Space in Parallel).
The other configuration has the deaf and hearing persons facing each other
with the deaf person facing the interpreter via the network (Fig. 1(c)). This
is called 28S-E (Two people Sharing a Space while facing Each other). This

configuration corresponds to the partial online version of 3SS-E.

6.2.3 Full online interpretation

In the “full online interpretation,” the deaf person communicates with the inter-
preter by one videophone connection and the hearing person communicates with
the interpreter by another videophone connection. If a conventional (point-to-
point connection) videophone system is applied for the full online interpretation
straightforwardly, the deaf and hearing persons cannot see each other because
the two connections are isolated. However, by slightly modifying the videophone
system, we can enable them to see each other in small windows.

For this situation, we investigated two configurations. In one configuration,
the principal conversation partners do not see the image of their partner (Fig.
1(d)). Here, we can consider the principal conversation partners to be virtually
sitting in parallel. This is called 3CN-VP (Three people Connected via the
Network and the principal conversation partners Virtually in Parallel). In the
other configuration, the principal conversation partners can see each other in
small windows (Fig. 1(e)). Here, we can consider the principal conversation

partners to be virtually facing each other. This is called 3CN-VE (Three
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people Connected via the Network and the principal conversation partners
Virtually facing Each other). In this configuration, the hearing person faces
both the deaf person and the interpreter while the deaf person faces both the
hearing person and the interpreter. Note that we cannot do such a thing in the

actual world. This configuration can be called artificial.

6.3 Methods

Based on the classification of situations and equipment configurations stated
in Sect. 2, we performed simulations of sign interpretation services. The task
requiring interpretation was placing an order for home delivery of a pizza. The
reason for selecting this task is that it includes some free conversation in a
formalized sequence of procedures. We thought that characteristics of the con-
versation would enable us to compare and evaluate configurations that were as
close as possible to actual interpretation situations.

Deaf persons were assigned to the role of customers and hearing persons
were assigned to the role of pizzeria clerk. Subjective evaluations were provided

by all three groups of subjects.

6.3.1 Experimental system

For the online interpretation experiments, two IP videophone terminals VP1500
(NTT East) and one software phone on a personal computer were used. They
communicated via the FLET’s .Net IP network. The distance between subjects
who were facing each other was set to 1.5 meters. We used an external 20-inch
LCD video monitor because the built-in video monitor of the VP1500 has a
diagonal size of eight inches, which was too small to see from that distance.
Furthermore, we used an external small video camera (CK-300S, Keyence),
which was attached underneath the external video monitor because unless the

camera was set near the video monitor, the line of sight of the subject was not
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directed at the camera.

6.3.2 Subjects

Three groups of subjects took part in the experiments. The characteristics of
subjects are shown in Table 6.1.

None of the interpreters were certificated JSL (Japanese Sign Language)
interpreters. Three of four interpreters graduated from a professional school of
sign language interpreters and one of them studied and trained in a workshop for
sign language interpreters for one year. Furthermore, aill of them have experience
in the operation of an interpretation service at a private company for about one

year.

6.3.3 Procedure of sign interpretation experiments

Various combinations of deaf person, interpreter, and hearing person were made
and pizza-ordering experiments were performed for five kinds of configurations.
Each interpreter performed the task once for each of the configurations. How-
ever, for the 35S-E configuration, the interpreter performed the task three times
because the results for this configuration were also used for another purpose.
The combinations were made carefully to aveid any bias or order effect.

The deaf persons were given a sheet of paper containing the necessary in-
formation: a fictional name, address, and fax number and a description of the
desired pizza. The hearing persons had another piece of paper on which to
write key information for the customer’s order: the customer’s name, address,
fax number, pizza size, kind of sauce, kind of pizza crust, and toppings to add or
remove from a2 menu item. Subjects were instructed to finish the session within
five minutes. A timer was placed in each room to enable the subjects to check
the elapsed time.

After each pizza-ordering task was finished, the time taken to accomplish
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Figure 6.2: Evaluation sheet.

the task was recorded and the three subjects were asked for their assessments.

6.3.4 Evaluation methods
Evaluations by deaf subjects

Deaf subjects who acted as customers evaluated the quality of the conversation.
The evaluation sheet is shown in fig 6.2. The five evaluation items are shown

below.

Q-D.1 Was the interpreter’s signing easy to understand?

Q-D.2 Did you feel any concern that your order would not go through properly?
Q-D.3 Was the interpreter expeditious?

Q;D.4 Did you succeed in ordering the pizza?

Q-D.5 Did you feel the hearing pizzeria clerk was friendly?

Evaluations by hearing subjects

The hearing subjects who acted as pizzeria clerks evaluated the quality of con-
versation according to the following five items. Items of the answer sheets were

the same as those for deaf subjects.
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Q-H.1 Was the interpreter’s speech easy to understand?

Q-H.2 Did you feel any concern that you might miscommunicate with the cus-

tomer?
Q-H.3 Was the interpreter expeditious?
Q-H.4 Did you succeed in taking the pizza orlder?
Q-H.5 Did you feel the deaf customer was friendly?
Evaluations by interpreters using NASA-TLX

The interpreters ga.ve- their assessments by using NASA-TLX[8]. NASA-TLX is
a subjective workload assessment method developed by NASA (National Aero-
nautics and Space Administration) Ames Research Center. The evaluation pro-

cedure consisted of the following three steps.

1. Evaluation of workloads on six subscales: Ewvaluate the workload on six

subscales using values from 0 to 100

2. Comparison of subscale weights: Evaluate the weights of the subscales by

the pair-comparison method

3. Unification of workloads: Calculate the weighted workload (WWL) by

taking the average of the weighted values of the subscales

And the six subscales are: (1) Mental Demand, (2) Physical Demand, (3) Tem-
poral Demand, (4) Performance, (5) Effort, and (6) Frustration.

In the criginal NASA-TLX, the explanations of the procedure and evalua-
tion items are written in English and are too rigid and technical. For example,
the description of Mental Demand in the original NASA-TLX is as follows: How
much mental and perceptual activity was required (e.g., thinking, deciding, calcu-
lating, remembering, looking, searching, etc. )2 Was the task easy or demanding,

simple or compler, ezacting or forgiving?



6.4. RESULTS 79

Accompiishment Time (min.)

L 2
3
S0 o, &
”_9—'—' O | ——
» L 2
o »
RSV ‘e |
Xx%k

388-E 25S5-P 255-E 3CN-VP 3CN-VE
Configuration Type

Figure 6.3: Accomplishment times under five configurations.

Japanese versions of NASA-TLX were translated by some researchers and
widely used{41]. However, these translations are verbatim and still rigid and
technical. Consequently, using 'the translated version for nontechnical people,
we were anxious about introducing an unexpected effect, and carrying out fair
assessments became difficult.

We translated all the words and terms in the descriptions into intuitive,
simple Japanese sentences and used them for our experiments. Translated de-

scriptions of subscales are shown in Table 6.2 2.

6.4 Results

This section gives an overview of the experimental results. First, accomplish-
ment times of trials for five configurations are shown. Then, results of assess-

ments under five configurations classified according to subject groups are shown.

6.4.1 Accomplishment times

The time taken to accomplish the task can be regarded as a comprehensive

measure of the feasibility of the communication interpretation system because,

2Note that the sentences in this Table are translated into English again trying to keep the
nuance of the Japanese sentences.
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under five configurations.

if the system makes accomplishing the tasks easy, conversation proceeds without

disturbance.

The accomplishment times under the five configurations are shown in Fig.
6.3. Markers correspond to the accomplishment times for each trial and short
crossbars indicate average times for each configuration. The accomplishment
times for the on-site interpretation configuration (3SS-E) were significantly
shorter than the other four configurations. Among the other four configurations,
no obvious differences were observed. The reasons are assumed to be as follows:
(1) the number of trials was very small (four times) and (2) this task tends
to yield fluctuations in accomplishment times because it irregularly requires
repeated asking and confirming of the customer’s name or address, which takes

a certain amount of time.
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6.4.2 Results of evaluations by deaf subjects

The results of the subjective assessments by the deaf subjects are shown in Fig.

6.4.

Overall, no obvious differences were observed among the configurations. The
reason is assumed to be that the deaf people were tolerant of impairments to
the progression of the sign conversation. The tolerance of deaf people is also
exemplified by the findings that they are tolerant of a delay in video images
during sign conversations conducted via videophones[20]. This idea is also sup-
ported by the finding that all scores were always high (Compare Fig. 6.4 with
Fig. 6.5.)

6.4.3 Results of evaluations by hearing subjects

The results of subjective assessments by hearing subjects are shown in Fig. 6.5.

The mean scores for evaluation items Q-H.1, Q-H.3, and Q-H.4 were always
high, and the fluctuations were small for all configurations. This is because the
intelligibility (Q-H.1) and the expeditiousness (Q-H.3) of the interpreter were
independent of configurations, and the senses of achievement (Q-H.4) were not
very different between trials because they were carried out until the order was
finished. For the remaining questions (Q-H.2 and Q-H.5) significant differences

in the answers were observed. These issues are discussed in section 5.

6.4.4 Results of evaluations by interpreters

Variations in WWLs are shown in F ig. 6.6. No obvious differences among the
configurations were observed. The effect of configurations from the viewpoints
of interpreters will be discussed using the individual results of subscales in Sect.

5.
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Figure 6.6: Weighted workload values for inferpreters.
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Figure 6.7: Comparison of subjective assessment by hearing subjects (partial
online interpretation).

6.5 Discussion

This section discusses configurations of equipment classified by situations of
interpretation, that is, partial, online, and full online. For each situation, con-
figurations are discussed using assessments by hearing subjects and interpreters.
Unfortunately, clear results were not obtained from the assessments by deaf sub-

jects, so their assessments will not be discussed.
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Figure 6.8: Comparison of workload for interpreters (partial online interpreta-
tion).

6.5.1 Comparison within partial online interpretation sit-
uations

results assessed by hearing subjects The results obtained for subjective
assessments by hearing subjects, questions Q-H.2 (Concern about the miscom-
munication) and Q-H.5 (Friendliness with the partner), are shown in Fig. 6.7.

All of the raw data are shown in these graphs.

From the viewpoint of hearing subjects, the differences between 2585-P and
28S-E can be summarized as follows. The former is the configuration in which
the interpreter is seen in the video monitor in front of the subject and the deaf
subject is sitting beside him or her. The latter is the configuration in which the
deaf subject is sitting in front of the subject and the voice of the interpreter can

be heard from the videophone speaker.

The results for Q-H.2 suggest that three of four scores for 28S-E were bet-
ter than those for 28S-P. This means that nonverbal information obtained by
visual observation of one's principal conversation partner prevented the hear-
ing subject from being concerned that he/she might miscommunicate with the

partner. On the other hand, the results for Q-H.5 suggest that there were no
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differences between the two configurations. This finding implies that if the prin-
cipal conversation partners are sharing the space, the visual observation of the

partner does not make a further impact on the feeling of friendliness.

results by interpreters Instead of examining WWL, let us study each score
on the subscale because no obvious differences were observed in the WWLs that
we obtained through those procedures. The scores for three individual subscales
(Workloads)—Physical Demand, Performance, and Frustration—are shown in
Fig. 6.8. The scores of these subscales suggested clear tendencies in the six
kinds of subscales.

From the viewpoint of the interpreter, the difference between 2SS-P and
2SS-E can be summarized as follows. The former is the configuration in which
both deaf and hearing subjects are seen on a video monitor in front of the
interpreter; the latter is a configuration in which the deaf subject is seen on
the video monitor and the voice of the hearing subject can be heard from the
speaker. '

As shown in Fig. 6.8 two of four subjects felt that the workload for Physical
Demand was heavier in configuration 28S-P (the other two subjects felt that
there was no difference between the two configurations), while all subjects felt
that the workload for Frustration was heavier in configuration 28S-E. Deciding
which Performance is heavier is difficult. These results imply that nonverbal in-
formation obtained by visual observation of one’s principal conversation partner

imposes much physical stress but causes less frustration.

6.5.2 Comparison under full online interpretation situa-
tions

results assessed by hearing subjects The results of subjective assessments

by hearing subjects, questions Q-H.2 (Concern about the miscommunication)
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Figure 6.9: Comparison of subjective assessments by hearing subjects (full on-
line interpretation).
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Figure 6.10: Comparison of workload for interpreters (full online interpretation).

and Q-H.5 (Friendliness with the partner), are shown in Fig. 6.9. Al of the raw
data are shown in these graphs®.

From the viewpoint of the hearing subjects, the differences between 3CN-
VP and 3CN-VE can be summarized as follows. The former is the configura-
tion in which only the interpreter is seen on the video monitor. The latter is
the configuration in which the interpreter is seen on the video monitor and the

deaf subject is seen in a small window.

3In these configurations, through our inattention, there was an imbalance in the number
of trials for hearing subjects; that is, subject S performs 3CN-VP three times and 3CN-VE
once.
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Results for Q-H.2 and Q-H.5 indicate that scores of 3CN-VE tend to be
higher than those of 3CN-VP. This suggests that the nonverbal information
introduced by features of configuration 3CN-VE brought the feeling that sub-
jects’ intentions were carried out properly and provided a feeling of friendliness

with the deaf subjects.

results by interpreters The scores for three individual subscales (Workloads)—
Physical Demand, Performance, and Frustration—are shown in Fig. 6.10.

From the viewpoint of the interpreters, there were no differences between
3CN-VP and 3CN-VE; that is, in both of these configurations, the interpreter
could see the faces of both deaf and hearing subjects on the video screen (Figs.
1(d) and (e)). Here, we investigate individual scores.

Looking at Fig. 6.10, interpreters had difficulty seeing the difference in
workload caused by Frustration, but they felt there was less workload caused
by Physical Demand and Performance in 3CN-VE than in 3CN-VP. This
result is congruent with results of hearing subjects shown in Fig. 6.9*. The
reason that a difference between the configurations was seen even though there
was no difference in the view of the evaluator can be elucidated as follows.
The interpreter éxperienced an indirect effect, which arose from the progress
of conversation or the mental situation of the other subjects (hearing subjects,

most likely.)

6.6 Conclusion

Configurations of videophone-related objects for a sign interpretation service
were studied. Situations encountered in interpretation services were classified

into on-site interpretation, partial online interpretation, and full online inter-

4Note that the workload is preferable if the value is smaller because the directions of the
evaluation axes of Figs. 6.9 and 6.10 are opposite of each other.
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pretation. Then, two kinds of configurations were introduced for each of partial
and full online interpretations. In particular, a well-designed configuration was
presented in which subjects could exchange nonverbal signals by locating ob-
jects to see faces of each of the principal conversation partners. Simulation
experiments of interpretation services were performed and qualities of the con-
figurations were assessed. As a result, we found that a configuration in which
subjects could exchange nonverbal signals improved the feasibility of partial and
full online interpretation. Consequently, we obtained approximate guidelines of
designing configurations of videophone equipment for online sign interpretation.

In order to confirm the effectiveness of the guidelines, we will continue to
evaluate the quality of conversation by different tasks. We will also analyze
the interactive behavior by using the conversation data, which was video-taped
through all trial in this study. In addition to the subjective evaluations, these

findings would contribute to establish the different types of evaluation scales for

the quality of conversation.
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Table 6.1: Characteristics of deaf subjects.

Hearing Years of
Symbol Gender Age . sign ex-
acuity .
perience
Hearing impaired subjects
A F 56 - Deaf 10 —
65
B F 46 - Deaf 10 —
55
C M 56 - Deaf 10 —
65 :
D M 26 — Difficult 4-6
35
E M 18 - Deaf 4-6
25
F M 26 - Difficult 10 —
35
Interpreter subjects
K F 26 - Normal 10—
35
L M 26 — Normal - 7-9
35
M M 26 -  Normal 1-3
35
F 18 - Normal 7-9
25
Hearing subjects
S M 46 - Normal none
55
T F 26 -  Normal none
35 :

Table 6.2: Descriptions of subscales in NASA-TLX, which were used in our
experiments.

Original title Description of subscale

Mental Demand Did you have trouble in thinking?
Physical Demand  Were you tired physically?
Temporal Demand Did you get flustered?

Performance Did you perform well? Are you OK?
Effort Did you meake an effort?

Frustration Level  Did you become irritated?




Chapter 7

Discussion

For an overview of the difference between the static information and the non-
linguistic information, which has been discussed in this study, reclassifying the
verbal and the non-verbal communications are useful. In the following sections,

a new classification will be prop‘osed based on the results of our experiments.

7.1 Existing classification of VC and NVC

Tn the research field of social psychology, it has been said that we can distinguish
between verbal communication (VC) and non-verbal communication (NVC) by
considering whether it consists of speech, or it is independent of speech[16], [25].
From this definition, speech itself would be classified as VC and eye gaze would
be classified as NVC. In other words, we can say that VC is produced by the
organic working in the oral cavity and is perceived by the acoustic sense, and
NVC is produced by the body and perceived by visual sense (see fig.7.1).
However, if we distinguish between VC and NVC by the organs for produc-
tion and the sense for perception in spoken language, all sign language would be
classified as NVC, since the main productive media of sign language are hand,
torso, head, face, and those movements are percepted by visual sense. Obvi-

ously, there are linguistic properties in sign language, so we need to consider

89
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Sense for Perception

Auditory Visual
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Figure 7.1: traditional classification of VC and NVC

other types of criteria to explain both spoken and sign languages comprehen-

sively.

7.2 New classification of VC and NVC

Considering the cognitive process of VC a;nd NVC, the information seems to be
perceived by the sensory organ first. It is then compared to existing knowledge
such as symbols and images. It is then finally processed as the propositional
or the expressive information which produces a reaction as the linguistic or the
emotional response. This is basic processing both in sign and spoken languages,
s0 we can use the three axes to classify VC and NVS; the level of sense for
perception (X axis), the level of comparison to the existing knowledge (Y axis),
and the level of processing for propositional/expressive information (Z axis).
In VC, there is linguistic information, and also paralinguistic information
such as prosodic signal, pitch, pause, and emphasis. Fig.7.2 and Fig.7.3 show
the classification of these properties in each language. Fig.7.4 shows the clas-

sification viewed from the common cognitive processing after the perception
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Figure 7.2: Classification of Speech in Three Axes

non-symbolic

level. By Fig.7.4, we can see how some media used the three properties in each
language. The components of VC and NVC can be classified as Table.7.5. In Ta-
ble.7.5, this study has discussed about para-linguistic information (Chapter3-5)
and non-verbal information (Chapter 6). For the future work, we will continue
to evaluate our applications and modify the classification itself based on the

results of further analysis.
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Chapter 8

Conclusion

In order to develop more communicative applications for JSL learning and in-
terpretation, this thesis has been discussed the basic and applied researches,
especially in (1)production mechanism of prominence, (2)prosody for skill eval-
uation, (3)learning effect of segmentation, and (4)non-verbal information for
sign interpretation. Sign language is a type of language that dose not have
written language. That was one of the reasons why educating non-native sign-
ers is so difficult. By the knowledge of non-linguistic information, however, it is
possible to convey the comunicative use of JSL to non-native signers.

We explored the four sides of non-linguistic information and had the follow-
ing results.

(1) the hands movement, speed and duration were totally involved in the gen-
eration of prominence which is correlated with emphasized signs. The knowledge
of prominence of JSL is expected to apply in the education field in JSL.

(2) the learning program focusing on the segment unit with the transitional
movement were more effective than the existing word learning method.

(3) The score of MPR, which evaluate the recognition skill for prosody, is
correlated with the interpreter’s general skill, such as the speéch interpretation

skill and the skill to work on the interpretation expeditiously.

95
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(4) A configuration in which subjects could exchange nonverbal signals im-
proved the feasibility of partial and full online interpretation.

Based on our classification of comunicative compornents in each media, we
will continue to evaluate the applications and modify the classification itself.
This approach would also help us to rearch the substantive function that is

needed for communication beyond the defference of speech or auditoral media.
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